Lecture 10, Oct 1, 2025

Linear Algebra Concepts

Definition

A wector space X over a field F (can be e.g. R or C) is a set of elements (vectors) with 2 operations:
vector addition (between two elements of X') and scalar multiplication (between an element of X and
an element of the field F), with the properties:

e Closure: v+w € X and v e X

e Commutativity: v + w =w + v

o Associativity: (v +w)+z=v+ (w+ z) and (Ap)v = A\(uv)

« Additive identity: 30 € X such that v +0 = v

« Multiplicative identity: 31 € F and 0 € F such that 1v = v and Ov = 0

o Additive inverse: 3(—v) € & such that v + (—v) =0

o Distributivity: A(v +w) = Av 4+ Aw and (A + p)v = dv + po
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Definition

Let X be a vector space over F and let x1,...,2, € X, then the span of these vectors is

m
span{xl,...,mm}:{Zcixi C; EJF}
i=1

i.e. it is the set formed by all possible linear combinations of vectors in the set.

Definition
A vector space X is finite-dimensional if it can be expressed as
X =span{xy,...,Tm }

where m € N is a finite integer.

The smallest m that satisfies this relation is the dimension of X.

o Some examples: R, R™*" and the vector space of n-th degree polynomials P™ are all finite dimensional;
but the vector space of square-integrable functions in [a, ], L?([a,b]) is not finite dimensional

A set of vectors { x1,...,z, } is linearly independent if
m
Ve, ..o, em €T, Zcixi:(_) < cp=-=¢,=0
i=1

i.e. the only linear combination of the vectors to get the zero vector is all zeros.

Definition

A set of vectors {z1,...,zy } C X is a basis for X if X = span{x1,...,z, } and all vectors in the
set are linearly independent.




Definition

Let X be a vector space over F and let {z1,...,2,, } be a basis for X; then any vector v € X’ can be
written as v = c1x1 + - - - + ¢ T, Where

&1
e ™
Cm
is the coordinate representation of v under this basis. It can be shown that the values of ¢1,...,¢n
are uniquely determined by v and the basis { z1, ...,z }.
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Definition

A subset V C X is a subspace if it is closed, i.e. z,y € V, A €F = z+ Ay € V and if it contains the
zero vector, 0 € V.

The direct sum of two subspaces is
VeWw={v+w|veV,weW}

which can be shown to be another subspace.
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Definition

Two subspaces V, W of X are independent if VN W = {0y }, i.e. their intersection contains only zero.
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Theorem

Let V be a subspace of the vector space X, then V has an independent complement, which is another
subspace which is independent from V and sums with V to get the entirety of X, i.e.

IWCX st. VAW ={0x},VeEW=2X

Not to be confused with an orthogonal complement.

Definition

Let X be a vector space over R. An inner product on X is an operation (-,-) : X X X — R with the
following properties:

1. (x,y) = (y,x) (this property requires a conjugate for C)
ATy + T2, y) = M1, y) + (T2,y)

Combining a vector space with an inner product, (X, (-,-)) is called an inner product space.

o For example, R" and (z,y) = zTy is an inner product space

b
~ On L*([a,b]) we can define an inner product (f,g) = / f(r)g(r)dr



Definition

Let (X, (-,-)) be an inner product space and let VV C X be a subspace. Then the orthogonal complement

of V in X is the subspace
VE={weX|(wv)=0YweV}

Note V@ V*+ = x.
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