Lecture 12, Feb 16, 2024

Gaussian Systems

e Let X be jointly Gaussian and let Y = AX + b+ Z, where Z ~ N (0,Xz)
— Assume that A, b are fixed and known, and Z, X are independent (zero-mean, independent noise)
— We would like to estimate X from Y
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— Since W is obtained through a linear transformation from we know it is jointly Gaussian

Z )
— We’ve converted this to the conditional PDF problem we found last time

~ &nap/vs(y) = px + Exvy Sy (¥ — py)
e py =E[AX +b+Z]|=Apx +b
« Txy =EB[(X —pux)(AX +b+Z — Apx —b)’]

— B[(X — px)(X — px)"A"] + E[(X — px) + Z]

=YxAT
¢ Syy = E[(A(X — px)+ Z)(A(X — px) + Z2)"]
=AXx AT + 3,

« Substituting these in we get Zyap/Lvs = px + SxAT(AZx AT +27) Yy — Aux — b)
= (3% +ATEZ4)7H(ATS, (y - b) + Bx px)
— Note the second form can be derived using the matrix inversion formula
* Tt only uses the inverse covariance (precision) matrices
— Also By, = (Ex' + A=A
Yi 1 Wy
» Example: consider | : | = || ©+ | : — Y=AX+Z2
Y, 1 W,
— Let 0 ~ N(x0,02) and w; ~ N(0,07)
— 6 is some true value, plus zero-mean Gaussian noise w;; we measure this n times
— Compute terms:

*b=0
* px =0
Zo
*py =Apx +b=
To
1 o?
*Syy =ASxAT+ 2z = |51 ... 1]+
1 o2
*Sxy =%xAT=[0f ... of

xo n x;
2T,
. . Ug i=1 o
- Substltutlng, we get W
7 T 2= o7

* This is the same result that we would get through regular MAP estimation
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