
Lecture 10, Feb 9, 2024
Gaussian Random Vectors

Definition

Gaussian Random Vector : X ∈ Rn is Gaussian distributed with mean mX and covariance KX if it
has distribution

fX(x) = 1
(2π) n
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]

• The exponent is in quadratic form and specifies an ellipsoid in Rn

• Note that if X1, . . . , Xn are all uncorrelated then KX is diagonal
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– Multiply this by x − mX and we get

(
x1 − m1

σ1

)2
+ · · · +

(
xn − mn

σn

)2

– This expression is in the exponent, so we can split it up into a product of exponentials
– The resulting distribution is a product of distributions in each X, so they are all independent

• Consider some linear transformation A so that Y = AX is the transformed version of X, which are
jointly Gaussian

– fY (y) = fX(x)
det A

= fX(A−1y)
det A

– Substitute this into the Gaussian for X, in the exponent we get (A−1y −mX)T K−1
X (A−1y −mX)

– Factor out A: (y − AmX)T A−T K−1
X A−1(y − AmX) = (y − AmX)T (AKXAT )−1(y − AmX)

– Therefore AKXAT is the new covariance matrix and AmX is the new mean; the result is still
Gaussian

– Since KX is real and symmetric we can find A such that AKXAT = Λ, then the resulting
Gaussian will be independent in its variables

• Suppose X is IID, can we find a linear transformation A such that the resulting Y = AX has covariance
KY ?

– KY = P ΛP T = P Λ 1
2 Λ 1

2 P T

– Let A = P Λ 1
2

– Then KY = AKXAT = A1AT = AAT = P Λ 1
2 Λ 1

2 P T = P ΛP T
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