Lecture 23, Mar 9, 2023

Point Estimates

e So far we’ve worked with point estimates in our sampling
e We have IID measurements X1, --- , X,, with realizations z,--- ,x,
e In general we write 6 is the true parameter, 6 is the observed value, and © is the statistic
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~ e.g. 0 = 11 is the true parameter (true mean), § = Z is the observed value (observed mean), © = X
is the statistic (sample mean RV)
e In general we want to estimate 6 from 6

© is an unbiased estimator if E[C:)] = 0, that is, the expectation of the statistic is the true mean

Out of all unbiased estimators, the most efficient estimator has the lowest variance

e e.g. with the mean, F[X;] = u for all i, so any of the individual estimates is an unbiased estimator;
however X has lower variance (02 /n vs. 0%), so X is the most efficient estimator of the sample mean

Interval Estimates

o Instead of estimating an exact value, interval estimates give an interval 8, < 6 < 0y
— The most well known example are confidence intervals
— This gives us a sense of how good our estimate is

e 01,0y should be the realization of some sampling statistic based on the data

A confidence interval is of the form
P(@LSQS@U)ZI—Q

where O, Oy are statistics

e e.g. a 95% confidence interval has o = 0.05
e To calculate confidence intervals of the mean we can use the CLT
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— By the CLT the distribution of Z approaches n(z;0,1)
Recall the CDF is / n(z;0,1)dz

Let B < 0.5, define z5 such that ®(—z3) = = 25 = —® (j3), that is, the area under the
normal PDF above x = 3 is equal to «

* By symmetry 1 — ®(z3) = 8
l—a= P(_ZOL/2 <Z< za/2)

* 24,2 has a area above it, and a area below —z, /o by our previous definition

X— = g — o
1—a=P<—2a/2§ z “gza/2) :P<X_Za/2%§N§X+Za/2%)
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This gives us O = X —za/Q%,@U = X—i—za/g
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Given data x1,- - ,xy, let
_ o
0L =2 — Za/Q%
_ (o
0U =+ Za/g %
where 2z, /5 = —p! (%), such that o/2 of the normal distribution is below —z, /2, then [0, 0y] is
the observed (or realized) confidence interval for the mean for some confidence 1 — «

o Example: n =20,z = 4, we know o = 2, we want a 95% confidence interval
~a=005 = 2z, =—®"(0.025) = 1.96 ~ 2

_ 2 _ 2 _ _
095 =P(X -2 <u<X-2—-)=P(X -088<u<X+0.88
( 55 = 1 70) ( J )

— Therefore our realized confidence interval is [4 — 0.88,4 + 0.88] = [3.12, 4.88]
o This does not mean that there is a 95% chance that the true mean falls within [3.12, 4.88] (this statement
is not mathematically valid since the true mean is not a random variable)
— It means that if we did this experiment a large number of times, each time collecting 20 samples,
95% of the time the realization [X — 0.88, X + 0.88] contains the true mean
— When a confidence interval is reported as a pair of numbers, as [3.12,4.88], it is only a particular
realization of the confidence interval for that particular experiment
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