Lecture 21, Mar 6, 2023

Distribution of Sample Variance
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« What is the distribution of the sample variance S? = Z(Xz - X)*?
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then x? has a chi-squared distribution with v = n — 1, which is given by

If i is known, then

has a chi-squared distribution with v =n

e v is the number of degrees of freedom, or independent pieces of information
e In the case where X is used, because X itself is dependent on X, there is one fewer degree of freedom,
which gives higher variance (chi-squared distribution shifts to the right)

The t-distribution

« Using CLT we can make inferences about the mean when ¢ is known; however the ¢-distribution must
be used when &2 is not known
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+ Consider the statistic ' = — M; for large n (n > 30) we have S ~ o so T approaches a normal
Vn
distribution
e For a smaller n the t-distribution is a more accurate description

The t-distribution is given by

Given samples X1, --- , X,, with sample mean X and sample variance S2, then the statistic
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has a t-distribution with v = n — 1 degrees of freedom




Comparing t and Z Distributions
t with 10 degrees of freedom
=t with 2 degrees of freedom

=t with 1 ﬂegree of freedom
= Standard Normal (2)

Figure 1: Shape of the t-distribution compared to the standard normal distribution

e The t-distribution has heavier “tails” than the standard normal — because we have less information, it’s
more likely that our estimate X is further from the true mean

e As the number of degrees of freedom v — oo the t-distribution approaches the standard normal — if we
have infinite samples, we’d know o precisely
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